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Le Télégramme & Irisa



Distributed in Bretagne, west part of France

2nd most printed newspaper in France: 150 000 
daily prints

800 000 daily digital visits

19 local editions + articles in breton

Groupe Télégramme also owns companies like 
HelloWork, OC Sports …



one of the largest French research center in 
computer science





Origin and definitions



Origin of the project

Thanks to digital activities, we have a feedback on what read our readers, their 
behaviours, and therefore our work.

The project aimed at helping journalists during the writing of their articles:

● provide information about the future success of their articles
● provide suggestions on their articles
● propose new angles from that article

This last part has not been a success as we had difficulties to identify 
precisely what is an angle during the time of the project.

2-year project, during the release of ChatGPT



How to predict success?

First, how do we define success? Success depends on the usage and 
characteristics of the articles. A free article will not drive subscriptions, 
but can still be a success as it brings audience to our website.

We created capacities of an article. It represents how well it will perform on 
different parts of the conversion funnel. They are also defined to be able to 
act on the predictions of the capacity.

Audience: Number of page views on different times (first 96-hours, cold views)

Engagement of subscribers: click-rate on a newsletter

Engagement of younger audiences: reactions on social networks



Modeling & Infrastructure



Specific architecture for multimodal data

Textual data Embeddings
CamemBERT

Multimodal 
Attention Gate
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Text Analysis and Numerical data

Goal: improve models with additional data under numerical form

Named entity analysis: count the number of entities per type, normalised by 
the length of the article

Sentiment analysis: count the number of words attached to an emotion (joy, 
sadness, fear …), normalised by the length of the article

Uniqueness measure: based on similarity between articles, measure how unique 
an article is

Length of article and number of quotes



Looking for improvements

We have tested other inputs for our models

● use of journalist classification (levers)
● elements in title: presence of a verb, name 

of city at the beginning, question mark …

ChatGPT was also released during the time of the 
project. We used and compared it to our model for 
NER, definition of an angle … but ended with worse 
results than our home-models and were faced with 
hallucinations



How to explain our models

We experiment different methods for explaining our models. Ad-hoc methods 
(like SHAP and LIME) were tested.

Advantages:

● Precised elements identified
● Compatibles with any models, even 

specific ones

Disadvantages:

● No guarantee on real usage by model
● Hard to read for non-specialists
● Costly
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Current usage



Inputs

Title

Chapo

Text

Main section



Similar articles for comparison

A single value (for example number of pages views) will not be useful. An 
article on a local subject can be a success compared to other similar articles.

These similar articles will also be used in recommender systems later next year 
on our website.

We created several models of similar 
articles, based on different 
approaches. 

● TF-IDF: based on words
● NER: based on named entities



Predictions of capacities

We compare the prediction of a capacity with the capacities of known articles

Predicted capacity 
for current 
article

Known capacity for 
similar articles



Suggestions

For suggestions, we decided to compare the 
similar articles between themselves.

We classify them according to one capacity

We observe the characteristics of the best 
ones, and compare them to the characteristics 
of the worst ones.

We display only the characteristics that are 
different in both groups. If no difference is 
significant, we prefer to not display 
anything.



Demo



What’s next?

This app is available for all journalists, but we need to improve the 
inference time before an implementation in Swing, on the ObjectPanel.

Other improvements are possible

1) Improve models: we follow performances of our models and observe a lesser 
performance on the click-rate model

2) Add conversions: has the article the same characteristics as articles 
which were part of a conversion path?

3) Help on suggestions: characteristics of a title



Thank you for your attention


